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Problem

• Splade-Doc is an sparse retrieval architecture that achieves low latency by 
applying a bag-of-word encoding of the query

• FLOPS regularization keeps the outputs sparse, but reliant on high-frequency 
tokens
• Large posting lists increase latency
• BlockMaxWAND optimizations might not be possible in production systems

— Requires complex functionality (like filtering)
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Problem

Representations trained with FLOPS tend to rely on high-frequency tokens
• Having large posting lists, and thus high latency
• Production systems need functionality (like filtering) that prevents using 

BlockMaxWAND optimizations

FLOPS Formulation
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Solution

FLOPS Formulation

DF-FLOPS Formulation



Solution

DF-FLOPS Formulation
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Solution

DF-FLOPS is able to:
• Reduce posting lists and latency
• Surface contextually relevant stop words 
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Example

FLOPS document representation (Top 20 weights) DF-FLOPS document representation (Top 20 weights)

Stop Words Content WordsExcluded
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Results

Increasing FLOPS regularization improves 
latency, but at the cost of twice as much 

decrease in MRR
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Results

With no decrease in Recall and ONLY a 
two point decrease in MRR, DF-FLOPS 

improves the average latency ~10x
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Results

FLOPS trained models depend on 
high-frequency tokens even under heavy 

regularization settings
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Results

DF-FLOPS is able to effectively reduce 
reliance on high-frequency tokens (sparser 

representations)
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Results

DF-FLOPS obtains comparable mean 
(and better P99) latency w.r.t  BM25, 

without further performance degradation
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Results

DF-FLOPS outperforms 
FLOPS in 12/13 BIER 

datasets; however, BM25 is 
better in most of them
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Takeaways

• SPLADE-Doc models trained with FLOPS tend to rely on high-frequency 
tokens, which impacts latency

• DF-FLOPS is the proposed regularization method for training SPLADE-Doc 
models that penalizes high-frequency tokens and promotes sparsity

• DF-FLOPS can reduce latency ~10x compared to the SPLADE-v2-Doc-max 
baseline
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Thank You!
For more information about our work, research, and academic 
outreach programs, please visit:

https://www.TechAtBloomberg.com/ai/

https://www.techatbloomberg.com/ai/

